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1 Related Documents

The Initial Configuration task was originally designed to use a default IP address. The documents referenced below refer to the original design discussions regarding the rc script changes and removal of the rc.initial script. 
Original Documents for the Default IP address approach



Server side design doc: \\Mightydog\Software\Initial Configuration\Next Generation Initial Configuration Server Side Design.doc
Initial configuration functional spec:  \\Mightydog\Software\Initial Configuration\Initial Configuration - Functional Specification_Ravi.doc
Initial configuration work flow document: \\Mightydog\Software\Initial Configuration\InitialConfigProcess Flow.doc
Initial configuration wizard page: \\Mightydog\Software\Initial Configuration\web_ui_initial_config.doc

1.1 

2 Relation to Requirements

Currently a customer requires a serial cable and serial console port to initially configure a NAS Gateway (NG). The desire is to use an Ethernet (IP) approach to initialize a NG. The IP approach will be required to provide support for the same configuration parameters currently used in the rc.initial script. Support for additional parameters is also required (NTP server IP address and a nameserver for DNS resolver).
3 Relation to Roadmap

The IP approach will also facilitate use of http[s]. A web-based wizard for initial configuration will be supported by the WebUI. This wizard is part of a series of wizards planned for creating and configuring managed objects using the WebUI. The WebUI currently provides a wizard for creating virtual servers and volumes.
After we provide an initial configuration wizard, the plan is to implement cluster verification and configuration wizards. We had worked on a cluster verification flow chart awhile back for verifying a node could be added to a cluster. One of the verification tasks provided by this wizard is to verify that nodes in a cluster (or to be clustered) can see the same LUNs. The cluster configuration flow chart will be used to implement a cluster configuration wizard.
4 Problem Statement

The current method of configuring a filer requires the use of a serial cable connecting the serial ports on a management pc (usually a laptop) and a filer. This technique is a bit outdated to say the least. Several technologies exist today that would allow a customer to configure our products using IP.
The following are specific scenarios we received from the SEs that do customer installations. 

1.) A number of times, we don’t have access to a network on the day one, but have the storage ready to go. We would like to have the system come up and ready to test storage connection and not have to use serial cables for configuration. (Sudheesh)

2.) Most of the time, until the initial configuration is done, we will not be part of a network. Sometimes we configure the system in one network which may just have a cross connected laptop. (Sudheesh)

3.) Use of a DHCP client or a default IP address is split. Telecoms especially do not have DHCP due to fear of someone plugging into their secured networks. (Huy)

4.) Filer configuration is sometimes done when a filer is connected to a network. There are times however where no DHCP is on the network. (Huy)
5.) For most of my installs the storage admin has some IP's written down on a napkin and has no control at all over the DHCP server. (Bill Duffy)

6.) During a typical install the customer does not have his network cables run and I configure the filers while he runs around getting things wired up. Nine out of ten times I upgrade the filers by directly connecting my pc to SC1. (Bill Duffy)
5 Solution

5.1 Default IP Address 

This method requires a filer to support a unique default IP address to display the web page used for initial configuration of that filer. This approach will be used when no DHCP server is on the network. 

There are several classes of private IP addresses that can be used for this purpose: 
     Class A: 10.0.0.0 - 10.255.255.255  (10/8 prefix) 

     Class B: 172.16.0.0 - 172.31.255.255  (172.16/12 prefix)

     Class C: 192.168.0.0 - 192.168.255.255 (192.168/16 prefix)

5.1.1 Current Approach
When the user issues “system config reset” or boots the NG using flash install, the rc script internally runs the rc.initial script. The rc.initial script presents the user with a menu to configure following parameters

1. Node name

2. SC1 IP address and netmask

3. SC2 IP address and netmask
4. Default route

5. Time zone

6. Date and time
Below are the mandatory fields that need to be configured:
1. Node name

2. SC1 IP and netmask or SC2 IP and netamsk.

3. Default router
(Note: rc.initial also allows the user to load the configuration from the secondary flash instead of the user configuring them manually. This will also be supported.)
5.1.2 New Approach
The default IP address will be 172.18.250.250 for sc1 and 172.19.250.250 for sc2. Netmask for the default IP address would be 255.255.0.0 for both sc1 and sc2. There won’t be any default route, when the filer boots with default IP address. For the WebUI, entering https://172.18.250.250 or https://172.19.250.250 would be used to display the initial configuration web page in a browser. (Note: Goggling this IP address got 0 results.)
Both the nfxsh and WebUI will support the current configuration parameters:

1. Node name

2. SC1 or SC2 IP address and netmask

3. Default route

In addition, these optional parameters will also be configurable:

5. NTP server IP address. The ntp server IP address will be stored in the ntp.conf file in the etc directory.
6. Local domain name
 and DNS resolver (When configured both domain name and nameserver should be defined. The domain and DNS resolver information will be stored in the resolv.conf file in the etc directory.)

When logging in using ssh, the filer's initial configuration status would be checked. If the filer is not initialized, nfxsh would prompt the user to configure the filer’s parameters using the initial config api. The user will also be provided with an option to load the configuration files from the secondary flash. Hence the user need not configure the above configuration parameters manually.
A filer’s configuration can be any one of the following states:

1. Uninitialized - network parameters not configured until now or “system config reset” command has been issued.

2. Initializing - some other user is currently doing filer initialization and initialization process is in progress. 

3. Initialized – filer is already configured
These stats are defined as enums in /ssc-optlib/initial-config.h as follows:

/* These enum types enumerate the possible filer initialization states.
 */
enum initconf_nasgwayInitStatus
{
    INITCONF_NASGWAY_UNINITIALIZED     = 1,
    INITCONF_NASGWAY_INITIALIZING      = 2,
    INITCONF_NASGWAY_INITIALIZED       = 3
};
Two APIs have been defined to get and set the configuration parameters. (The code can be found in /ssc-optlib/initial-config.[h|c].) They are:

1. initconf_getNasgwayInitialConfig - gets the configuration parameters

2. initconf_setNasgwayInitialConfig - set the configuration parameters

A semaphore file (named nasgwayinit.status) would be created in /onstor/conf/, which will contain information about initial configuration status. On issuing “system config reset”, the semaphore file is deleted so that filer will be move to uninitialized state.
The same configuration files would be used to save the configuration parameters as are currently used by rc.initial:

# system config files

#   --- these might be different for Linux systems

__HOSTNAME_FILE="/etc/myname"

__GATEWAY_FILE="/etc/mygate"

__PORT1_NET="/etc/hostname.sc1"

__PORT2_NET="/etc/hostname.sc2"


__HOST_FILE="/etc/hosts"

The configuration parameters obtained during boot up process (from dhcp server) are stored in a file named nasgwayinit.conf (in /onstor/conf). The configuration in the nasgwayinit.conf files are updated to the system config files only if the user commits the parameter from either nfxsh or WebUI.
The rc.initial script blocks the filer from starting the network daemons and will not be available to the user. 
A pmtab.init file will be used to bring up the minimum processes necessary to configure a NG.
Currently rc calls rc.initial if the cluster db file is not found
if [ ! -e /onstor/conf/cluster.db.DB0 ]; then


/bin/ksh /etc/rc.initial

fi

This has been modified to
if [ ! -e /onstor/conf/nasgwayinit.status ]; then

    mount -uw /

    if [ ! -e /etc/hostname.${AGILE_IF1} -a ! -e /etc/hostname.${AGILE_IF2}];

    then

        # remove the first time install configuration file

        /bin/rm /onstor/conf/nasgwayinit.conf

        # make system to get ip address using dhcp

        echo "dhcp" > hostname.${AGILE_IF1}

        echo "dhcp" > hostname.${AGILE_IF2}

    fi

    ETC_PATH=/onstor/etc/

    /bin/cp ${ETC_PATH}pmtab.init ${ETC_PATH}pmtab

    mount -ur /

    # blank the contents of dhcp client lease file

    /bin/echo "" > /var/db/dhclient.leasefiles

Fi
Note that the rc.initial script is no longer used for the initial configuration. This functionality provided by this script is now handled by functions in the vtysh code.
5.1.3 
· 
5.1.4 
· 
· 
5.2 DHCP Client on NAS Gateway

In order to understand the client side, it may help to understand the available DHCP server IP addressing methods. There are three methods a Dynamic Host Configuration Protocol (DHCP) server uses to allocate IP addresses: automatic, dynamic and manual. 
· Dynamic allocation uses a user specified range of IP addresses to assign IP addresses to clients upon request. This form of DHCP server addressing incorporates a lease duration policy to manage a range of IP addresses. IP addresses are usually assigned for a limited period of time. A DHCP client stores the lease information in /var/db/dhclient.leases.
The client may: 

a. Extend its lease with subsequent requests. 

b. Ask for a permanent assignment by asking for an infinite lease. 

c. Issue a message to release the address back to the server when the client no longer needs the address. 
· Automatic allocation uses the client’s operating system to allocate a private IP address. Most client operating systems support Automatic Private IP Addressing (APIPA) for this form of DHCP allocation. APIPA addresses are limited to the 169.254/16 subnet. This allocation method assigns a permanent IP address to a client.

· Manual allocation uses a network device’s MAC address to assign a fixed IP address to a client upon request. 
5.2.1 Approach

A DHCP client will run on each filer. The recommendation is to support DHCP manual allocation for obtaining an IP address for each filer. Our filers ship with the MAC address label on the device, so it would be readily available to a customer. NetApp uses manual DHCP allocation for configuring their filers. A NetApp filer requires the following information to be entered into a customer’s DHCP server:

• Filer MAC address 

• Filer IP address with an infinite lease 

• Any of the following optional information: 

O Routers 

O Default route 

O DNS domain name 

O DNS servers 

O NIS domain name 

O NIS servers 

O WINS servers 

O SMTP server 
B. NetApp’s QuickSetup wizard has the following system requirements:

• A NetApp filer with Data ONTAP 6.1 software or later attached to a network with a DHCP server 

• The CIFS license installed on the filer 

• A Windows NT 4.0 or Windows 2000 workstation within the same domain or workgroup as the new filer that has access to any remote subnet that contains the filer.

C. An example of NetApp’s configuration program output can be found here: 

\\Mightydog\Software\Initial Configuration\netapp-setup.gif
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5.4.2 
· 
5.4.3 
· 
· 
· 
5.5 Conclusion

The use of a DHCP client (with DHCP server manual allocation) and falling back to a default IP address if a DHCP server is not detected on the network will be supported. (Also, installation seems to be split between directly connecting a laptop to an SC port on the filer and connecting the filer to a network.)






Use of the DHCP client/server and the default IP address approaches would be as follows: 

1.) Using the DHCP client method will be the default initial configuration method. If a filer can’t get its configuration parameters from a DHCP server, we will fallback to using the default IP address method. Note that using the existing serial cable approach will also be available.
2.) The DHCP client/server method will use manual allocation. This method associates a device’s MAC address with its IP address and other network parameters. This method requires the customer to know what IP address was assigned to the filer in the DHCP server. This IP address would be used to connect to the filer. (In case the IP address was only written down on a piece of paper and that paper was lost, we should provide a way to query a DHCP server using the filer’s MAC address to obtain its IP address and other parameters. This could be a separate “utility” script.)
3.) When both an SC1 and SC2 interface boots using DHCP client method, parameter obtained using SC2 interface overrides the parameter like hostname,  default router, ntp server, domain name and nameserver obtained using sc1 interface. Only SC1 IP and netmask alone will be preserved. 
4.) We should allow the customer the capability to select which method should be used for filer configuration. We would want to do this because the desire may to use the default IP address method when the filer is connected to a network. There could be one or more DHCP servers and none of them would contain its configuration parameters. The issue is how long it will take to fallback to using the default IP address method. It doesn’t need to be done during filer configuration though. We can have a separate script to specify the default configuration method to be used, where DHCP would be the initial default method.
5.) Currently we almost always enter the same parameters again after a “system config reset”. Hence a new –r option for the “system config reset” command will be added to restore the configuration parameters. When the user resets the NG using the above command, nfxsh/WebUI will not prompt the user to enter the configuration parameters.
6.) A customer may modify the parameters for a filer in a DHCP server. In this case, if the initial configuration is not committed using nfxsh/WebUI then the user can reboot the NG to get the new configuration parameters from the DHCP server. But if the NG is in the initialized state, then “system config reset” will cause the NG to get the new parameters from the DHCP server.


6 User Interface 

CLI
system config reset [-r]

        -r                      Retains the initial configuration parameters and the system reboots with the current IP

                                address configured for sc1 or sc2 interfaces.

NFXSH & Web UI

The nfxsh and Web UI applications will be modified to check for the filer’s initial configuration status. If the initial configuration parameters are not set, the user will be redirected to the initial configuration menu or page, respectively.
6.1 Example Console Output

Below is a screen shot of the initial configuration output using the ssc console:
 

login: root
Password:
Last login: Mon Sep  3 22:08:51 on console
OpenBSD 2.8 (BOBCAT) #1: Tue Aug 28 17:08:10 PDT 2007
Terminal type? [vt220] 
dhcpsc2# nfxsh
============================================================================
                Welcome to Gateway Initial Configuration Wizard
This wizard allows you to quickly initialize your NAS Gateway. You'll only
need some basic Networking parameters. After the initial configuration, you
will able to further configure your Gateway. Default values are displayed in
square brackets. Simply hit return to use the default values.
============================================================================
Enter the Gateway's Hostname: [dhcpsc2]
Enter the Gateway's Primary Management IP: [10.25.0.6]
Enter the Gateway's Primary Management NetMask: [255.255.0.0]
Enter the Gateway's Secondary Management IP: [10.35.0.6]
Enter the Gateway's Secondary Management NetMask: [255.255.0.0]
Enter the Gateway's Default Router: [10.25.0.1]
Enter the Gateway's NTP Server: [10.25.0.12]
Enter the Gateway's Domain Name: [testsc2]
Enter the Gateway's Nameserver: [10.2.0.7]
--------------------------------------------------------------------------------
Confirmation: 
 Gateway's Hostname: dhcpsc2
 Gateway's Primary Management IP = 10.25.0.6
 Gateway's Primary Management NetMask = 255.255.0.0
 Gateway's Secondary Management IP = 10.35.0.6
 Gateway's Primary Management NetMask = 255.255.0.0
 Gateway's Default Router = 10.25.0.1
 Gateway's Ntp Server = 10.25.0.12
 Gateway's Domain Name = testsc2
 Gateway's NameServer = 10.2.0.7
--------------------------------------------------------------------------------
Commit changes: (y|n|q):y
Saving Gateway's Initial Configuration, please standby...
Done.
Restarting Gateway Services with new parameters, please standby...
syncing disks... done
 System restart.
7 Dependencies
Customers will need to be aware of filer configuration availability using a DHCP server when they are contacted for their setup information. We will need to update the Site Survey Document with information on setting up a DHCP server.
8 Migration Strategy

A NAS Gateway (NG) can be brought to the new initial configuration mode by one of the following method
1. Flash installation

2. Issuing “system,config reset” from nfxsh/WebUI after upgrading the NG.
3. NFS mounting the binaries, libraries and images to agile directories in the NG
System Upgrade :
1. When the NG is upgraded to new initial configuration, it will have the normal behavior as it was earlier.
2. Even if the semaphore file is not present after upgrade, the initial_config code will check if either the /etc/hostname,sc1 or the /etc/hostname.sc2 file is present in the NG and if found, nfxsh will not question the user to enter the configuration parameters.
Flash Installation :
1. Build containing new initial configuration can be installed into a flash using cw_install.sh or flash_install.sh script.
2. If the NG is booted up using newly installed flash, rc script identifies that the NG is in uninitialized state and tries to retrieve the interface ip from the dhcp server. If there is no suitable dhcp server to answer the questions, sc interfaces fallback to default ip. In both the cases, the configuration with which the NG boots up is updated in the nasgwayinit.conf (/onstor/conf) file.
3. When the user executes nfxsh/WebUI after logging in to the NG, nfxsh/WebUI will question the user and tries to get the initial configuration parameter. Value of each configuration parameter stored in nasgwayinit.conf file is shown to user. User may accept it or enter his/her own value.

4. Once the user answer the configuration parameter then the initial_config code will commit the changes to actual configuration files in the /etc path. Then NG will start rebooting and thereon nfxsh will not ask any questions when it is executed
Build NFS mounted in the NG’s agile directory :

1. Mount the binaries and libraries that contain new initial configuration changes into the NG’s agile directory. Also update the Images into the NG.
2. Copy/replace the below files to the NG.

//depot/dev/nfx-tree/code/ssc-pm/pmtab.all -> /onstor/etc
//depot/dev/nfx-tree/code/ssc-pm/pmtab.init -> /onstor/etc
//depot/dev/openbsd/src/etc/dhclient.conf -> /etc
//depot/dev/openbsd/src/etc/netstart -> /etc
//depot/dev/openbsd/src/etc/rc -> /etc
//depot/dev/openbsd/src/usr.sbin/dhcp/dhclient/scripts/dhclient-script-> /sbin
//depot/dev/nfx-tree/code/ssc-pm/rc.agile -> /onstor/etc
3. When the user runs the nfxsh, it will not prompt for any initial config questions since the initial config code has intelligence to determine that the NG has already been configured.
System config reset :
1. When the user issues the “system config reset” command from the nfxsh/WebUI, the NG goes to the uninitialized state.
2. When the NG is rebooted from uninitialized state, it tries to retrieve the interface ip from the dhcp server. If there is no suitable dhcp server to answer the questions, sc interfaces fallback to default ip. In both the cases, the configuration with which the NG boots up is updated in the nasgwayinit.conf (/onstor/conf) file.

3. When the user executes nfxsh/WebUI after logging in to the NG, nfxsh/WebUI will question the user and tries to get the initial configuration parameter. Value of each configuration parameter stored in nasgwayinit.conf file is shown to user. User may accept it or enter his/her own value.

4. Once the user answer the configuration parameter then the initial_config code will commit the changes to actual configuration files in the /etc path. Then the NG will start rebooting and thereon nfxsh will not ask any questions when it is executed
9 Testing Strategy

9.1 Default IP Address Approach

a. Use an IP cable to configure the NG. Log in to the NG either as root user or admin user. Run nfxsh. Configure the filer with all necessary parameters. After the values are sent to the filer, verify they are set in their corresponding etc files
b. Try to access the Web UI application using the path https://<default_ip> for SC1 and then SC2. This should invoke the Web based initial configuration screen. After the values are sent to the filer, verify they are set in their corresponding etc files.
9.2 DHCP Client using manual allocation

Need to configure a DHCP server with the MAC address and its corresponding IP address to test obtaining a filer’s configuration parameters from a DHCP server. After the values are sent to the filer, verify they are set in their corresponding etc files.

All of these parameters should be tested with the DHCP server (and a combination thereof):
1. Node name

2. SC1 IP address and netmask

3. SC2 IP address and netmask

4. Default route

5. NTP server

6. DNS resolver (nameserver)
9.3 

9.4 

Serial cable using console
Connect the NG via serial port. Log in to the NG either as root user or admin user. Run nfxsh. Configure the filer with all necessary parameters. After the values are sent to the filer, verify they are set in their corresponding etc files
10 Performance Criteria
Performance should be the same as using rc.initial.
There should also not be a significant time to wait to try to access a DHCP server when one is not on the network.
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