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This document outlines the requirements for extending the remote support capabilities initially released as “phone home” in the 10T1 release.   The capability will require efforts in four areas;   data collection from the controller, data capture infrastructure, support data viewing capabilities and a searchable database for “demographic” information.  

ESG has an ongoing opportunity to provide more value to our business partners and end users by improvements in the supportability of our products.   The capabilities will provide the information needed by the OEM and LSI supports teams to; reduce problem resolution times, improve 1st contact resolution rates, decrease the number of inconclusive Root Cause Analysis, and provide more 1st time data capture information to development for corrective action.  The captured data will provide ESG with the opportunity to offer additional support offerings like proactive notification of known issues.

The goal is an automatic data collection foundation that OEMs can endorse and even mandate to end users to improve product support.  This foundation will be used for additional capabilities to be added over time.


[bookmark: _Toc229909097][bookmark: _Toc241899033][bookmark: _Toc241899095][bookmark: _Toc241899126][bookmark: _Toc241903577][bookmark: _Toc242101683]
[bookmark: _Toc260661981]Target Audience

The target audience for this document is anyone involved in the development, test, release and use of the product.  The following table is a guide for the sections that are most relevant to members of each organization:

Table 1  Target Audience
	
	Introduction
	Business Needs & Challenges
	Requirements
	Assumptions
&
Constraints
	Initial Scope of Development

	Program Mgt
	X
	X
	X
	X
	X

	System Technologist
	X
	
	X
	X
	

	Product Management
	X
	X
	X
	X
	X

	Development
Management
	X
	X
	
	
	X

	Product Marketing
	X
	X
	X
	
	

	Customer Support
	X
	X
	X
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[bookmark: _Toc229909112][bookmark: _Toc241898712]Table 2 Definitions, Acronyms and Abbreviations
	Acronym or Phrase
	Definition

	https
	HyperText Transfer Protocol over SSL (Secure Socket Layer). It is a TCP/IP protocol used servers to transfer and display data securely. The data transferred is encrypted..

	EMRS
	Engenio Monitoring and Reporting Services

	System get tse
	Get specific information for technical support including log and crash files

	System get logs
	Collect log files (subset of of system get tse) 
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      Table 3  Internal Documents
	Document Number
	Name of Document

	45985-00
	SERVICEABILITY AAD - EMRS AND PHONE HOME

	45500-00
	Remote Status Notification - FAM
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Business Needs and challenges
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The ESG Product Line Business Plan (PLBP) identifies improvements to Customer Experience/Quality as one of 4 elements to “Customer Stickiness”.  RASUI enhancements are an element of this objective. The capabilities identified in this PRD support this Corporate Objective.

The benefits of improved support capabilities are a combination of direct (measurable) and indirect (subjective) benefits.  With the ESG business models our partners handle the majority of customer calls.  The partners will receive the majority of the direct benefits.  By providing improved tools the partners support team is in a better position to resolve a customer issue on the first call and to reduce the call resolution time.

ESG receives indirect benefits due to increased end customer satisfaction.  This improves Customer Stickiness at the Partner and End User level.



[bookmark: _Toc242101690][bookmark: _Toc260661986]Use Cases

[bookmark: _Toc260661987]Data Collection Setup

End User Options

A user will have the option to “Opt Out” of the data collection mechanism through the https service.   The options will include: No Transfers, Transfer of Event Driven Data Only, Transfer Event Driven and Scheduled Data.


OEM Partner Options

The primary objective is to have all data collected in a single repository managed by LSI.   The option needs to be available for the delivery of the data to a Partner server first.  The data would then be transferred to LSI.  This will require working with the partner to establish a mechanism for copying the data to the LSI repository.


[bookmark: _Toc260661988]  Data Viewing

Partner Support Team

The data viewer described in section 3.2.3.1 will be available for the OEM Partner Support organization.  The structure of the viewer will allow the OEM Partner Support team to select a device by Serial Number.  The OEM Partner will only be able to view Serial Numbers sold by that partner. 


LSI Support Team

The data viewer described in section 3.2.3.1 will be available for the LSI Support organization.  The structure of the viewer will allow the support team to select a device by Serial Number.  The LSI support team will have the option to enter a WINS (Seibel) case number for future reference.



[bookmark: _Toc260661989]Field Population Analysis

The following organizations are the primary users of the searchable data described in section 3.2.3.3.  

LSI Support Team
LSI Development Team
LSI Product Management Team


[bookmark: _Toc260661990]Challenges and Issues
[bookmark: _Toc242101692]
[bookmark: _Toc260661991]Implementation

The requirements defined in the is PRD do not require the development of new technology.  There will be dependencies on the overall product design that will affect the capabilities delivered through this PRD.  

Some Examples of the required capabilities:

· A machine readable Serial Number for ALL platforms supported by this approach
· Unit in field may have different machine readable serial number and emrs needs to be able to handle collection of hard coded sN.   Nothing that is never going to change system has to accept changing value.  Need way to link the service action to change in SN.

· Ability to deliver on the data requirements for both EMRS and for support related call information

· Ability to adjust ‘event notification’ as necessary to support OEM call processes

· Ability to provide API’s (or equivalent) that partners can use to support their own CRM systems

· Ability to define bundle specifications for Orion that match Flint intentions of matching size requirements to the problem, but appropriate for the Unified Storage that can be leveraged in data process.
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The primary risk in implementation is the availability of resources to develop the capabilities for the target release.

· Knowledgeable architect that can understand the Flint, Orion and Amelia architecture and the intersection for the EMRS feature to create the architectural plan and definition for EMRS

· Resources to design database and viewer

· Resource that can merge LCAT activity and to implement the design


[bookmark: _Toc260661993]
End User Acceptance

The design will address the following user concerns

· Security
· No system/storage passwords will be transmitted
· No system IP addresses will be transferred
· HTTPS will be used as a secure transport mechanism
· Standard firewall ports for HTTPS transfers will be used
· All data transfers will be encrypted
· No system data files wills will be transmitted

· Network bandwidth
· Information transferred will be compressed to minimize network bandwidth use
· Users will have capability to set scheduled transfer times
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Scoping and Planning is required to meet the 11T2 Orion IP release.  


[bookmark: _Toc242101636][bookmark: _Toc242101694][bookmark: _Toc231291906]

[bookmark: _Toc260661995]Requirements


[bookmark: _Toc242101695][bookmark: _Toc260661996]Supported Platforms

LSI Storage Arrays Running the following Code Levels

	LSI Release Code Name
	CFW Version
(first 2 octets)

	11T2 Orion IP
	TBD


[bookmark: _Toc242101700]   
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[bookmark: _Event_Driven_Data]Event Driven Data Collection (Critical Exception Conditions)

A critical exception on the controller will initiate the transfer of data to the EMRS.  This will utilize the “system get tse” defined in Serviceability AAD - EMRS and Phone Home(45985-00).

The goal is to have the minimum amount of data transmitted that will support resolution of the problem on the first call. Target should be 80% of the problems will have sufficient information in the first data transmission to require no further data requests.

A critical exception on the controller will immediately initiate the transfer of data to the EMRS server. The message sent back will be short, 10K or less. It contains:
· The actual event log entry
· Ancillary information for specific events. For example, if the event indicates a fatal software error causing a VM core file, the event might contain a stack trace from the core file. This is optional.
· A list of firmware and controller hardware on the affected system.
The intent is to give enough information to triage the error. The intent is not to send all possible information but to give enough information to diagnose most events without further information.


Event Driven Data Collection (Log Wrap CConditions)

A log wrap condition on the controller will initiate the transfer of data to the EMRS. If error logs or other data will be lost due to capacity constraints, the systems will upload the logs without intervention. This will utilize the “system get logs” defined in Serviceability AAD - EMRS and Phone Home(45985-00).  




Scheduled  Data Collection 

The collected logs will be transferred daily to the EMRS.  This will utilize the “system get logs” defined in Serviceability AAD - EMRS and Phone Home(45985-00).

Characteristics of the data transferred will include:


· Daily transfer will be less than 1MB 
· Performance Information
· IO information (rates, r/w, avg size, response time, queue depths)
· Controller Perf Parameters (CPU, memory, internal disk space utilization, etc)
· File parameters (On-Stor)
· Cache Statistics
· System Health Statistics (SOC, RLS,  more….)  Input needed from Mike Amos/Yosi

·  Event Log

·  Configuration Information

· Data that is excluded
· Passwords
· IP Addresses
Userid/ user access lists  
Some data is sent to the EMRS server daily. Note that some data is collected more frequently, and aggregated on the controller before sending.  Support can use this data to track changes in the system and give history about the system. It may be used in the future to do predictive failure analysis at the based on trends in data. This data is also useful for data mining, because other types of data are only sent on error or at the request of support.

Characteristics of the data transferred will include:

1. Daily transfer will be less than 1MB
2. Performance Information
a. IOVM statistics (rates, r/w, avg size, response time, queue depths, etc)
b. File/NAS statistics (Cache statistics, file access, etc)
c. Controller Performance Parameters 
i. For each VM, per process resource utilization (memory, CPU)
ii. Internal disk space utilization 
iii. Hypervisor health


3. System Health Statistics (SOC, RLS,SAS Phy data, enclosure environmentals)  

4.  Event Logs for the last 24 hours

5. Trace data may be specified if the data collected will fit in the 1MB daily budget.

6.  Configuration Information. This includes hardware configuration as well as RAID and NAS configuration. It should include firmware levels. 

7. Data that is excluded
i. Passwords
ii. IP Addresses
iii. Userid/ user access lists  



On Demand Data Collection 

Support Data will be able to be gathered from the controllers on a demand basis.  
   The use case is that an end user will call support, and support asks the end user to gather certain data. Data is sent to and stored at the EMRS server.

There are two categories of data that is sent:
· Some customers may not enable scheduled data collection. In this case it is useful to send the same data that is sent during scheduled data transfer. Even for customers that enable scheduled data collection, sending that data via CLI will ensure that support has the latest data available.
· Some data is so large as to not be sent periodically. Examples of this are core files or the entire customer support bundle.

This may be input from the command line or GUI interface. The capability of selecting logs implemented in Flint will be carried forward to this release.  Data to be sent home includes:
1. Performance information, as above
2. System health information, as above
3. All available Event Log data. There should also be an option to only send the event log data that has not already been sent, for systems that have schedule collection enabled.
4. Configuration information, as above
5. Core files from virtual machines/DOM0
6. Core files from failed applications
7. Trace data (for NAS, this includes ELog)
8. Cluster database (for NAS)
9. Customer support bundle (for IOVM data).  Different support bundle types should be supported including DPL and BVL database
For the user interface (CLI or GUI), data should be logically grouped together, so one command option may send more than one data type.




[bookmark: _Toc260661999]Data Transfer Requirements

The HTTPs data transfer will use a method similar to the Web Server interfaces defined in Section 2 of the Remote Status Notification feature implemented in the 10T1 release (FAM 45500-00) 


[bookmark: _Toc260662000]SSL Certificates

The service will use self-signed preinstalled SSL certificates. The SSL certificate will be X.509 certificate in PEM format. 

The primary target is to use an LSI support server certificate.  The design must account for the use of an OEM support server certificate, if an OEM chooses to have data sent to their server.



[bookmark: _Toc260662001]User Interfaces

The following capabilities are required in both the array management software and as a Command Line Interface

6.6.1.1 Changing Proxy configuration settings 

The CLI syntax should accept PAC URL proxy setting or proxy host:port format of proxy server setting. 

6.6.1.2 Enabling/Disabling phone home feature 

The CLI should allow an end user to enable or disable this feature via CLI. 

6.6.1.3 Connection testing 

A mechanism for the user to test the connection needs to be implemented. The testing connection CLI will send sessionKey request and uploading request to support web server and report testing results. 


6.6.1.4 Proxy Credential Configuration 

A method for an end user to set proxy user name and password should be specified if the proxy server requires proxy authentication. The saved password should be in ciphertext format (encrypted).
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[bookmark: _Toc260662002]EMRS Infrastructure

Capacity and Bandwidth

The table identifies the projected sizing in terms of capacity and data transfer bandwidth.   The parameters for this table will be adjusted with additional input.

Table 5  Infrastructure Capacity and Bandwidth

	Daily Data Size (MB)
	                   1 
	
	
	
	
	
	
	
	
	
	
	

	Exception Data Size (MB)
	                   5 
	
	
	
	
	
	
	
	
	
	
	

	Daily % System with Events
	0.50%
	
	
	
	
	
	
	
	
	
	
	

	"Raw Log" hold (Quarters)
	                   4 
	
	
	
	
	
	
	
	
	
	
	

	Searchable Database Size
(% of data collected in Quarter)
	10%
	
	
	
	
	
	
	
	
	
	
	

	 
	Quarter after Release

	 
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	# of Monitored Systems
	            2,500 
	            5,125 
	            7,750 
	          10,375 
	          13,000 
	          15,625 
	          18,250 
	          20,875 
	          23,500 
	          26,125 
	          28,750 
	          31,375 

	Daily Data  (MB)
	            2,500 
	            5,125 
	            7,750 
	          10,375 
	          13,000 
	          15,625 
	          18,250 
	          20,875 
	          23,500 
	          26,125 
	          28,750 
	          31,375 

	Exception Data(MB)
	63
	128.125
	193.75
	259
	325
	391
	456
	522
	588
	653
	719
	784

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Daily incoming Data (MB)
	            2,563 
	            5,253 
	            7,944 
	          10,634 
	          13,325 
	          16,016 
	          18,706 
	          21,397 
	          24,088 
	          26,778 
	          29,469 
	          32,159 

	Avg MB/Sec
	            0.030 
	            0.061 
	            0.092 
	            0.123 
	            0.154 
	            0.185 
	            0.217 
	            0.248 
	            0.279 
	            0.310 
	            0.341 
	            0.372 

	Avg # of Ethernet Ports Req
	                   1 
	                   1 
	                   1 
	                   1 
	                   1 
	                   1 
	                   1 
	                   1 
	                   1 
	                   1 
	                   1 
	                   1 

	Peak # of Ethernet Ports
	                   1 
	                   2 
	                   2 
	                   3 
	                   4 
	                   4 
	                   5 
	                   5 
	                   6 
	                   7 
	                   7 
	                   8 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Total Stored "Raw Log"(MB)
	        230,625 
	        703,406 
	     1,418,344 
	     2,375,438 
	     3,344,063 
	     4,312,688 
	     5,281,313 
	     6,249,938 
	     7,218,563 
	     8,187,188 
	     9,155,813 
	   10,124,438 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Searchable DataBase(MB)
	          23,063 
	          70,341 
	        141,834 
	        237,544 
	        357,469 
	        501,609 
	        669,966 
	        862,538 
	     1,079,325 
	     1,320,328 
	     1,585,547 
	     1,874,981 
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[bookmark: _Toc242101704]Availability goal 
 
The goal for the EMRS infrastructure is 99.99% availability or less than 1 hour of downtime per year.   The downtime includes any schedule maintenance or repair activities.


Flexibility

The EMRS infrastructure needs to be flexible to allow for rapid increases or changes to the storage capacity and bandwidth needs identified in Table 5.  The infrastructure design should allow for the implementation of a yearly increase within 90 days.

Infrastructure Cost

At leaset  2 options for the infrastructure need to be evaluated for initial implementation and long term maintenance costs.





[bookmark: _Toc260662003]EMRS Tools

[bookmark: _Viewer]Log Viewer

The Log Viewer is a tool for use by the Support Team to scan through the stored history of a unit.  The example provided in Appendix A, shows the capability based on a structure where the Serial Number of the unit is linked to a WINS Service Support Ticket number.


Event Notification Queue

An event notification queue is to be implemented as web based service.  The queue will provide a mechanism for OEM partners to monitor the collected data.  The monitoring will support automatic call ticket generation and additional support capabilities.

The notification level needs to be configurable by OEM Partner.   LSIP200044255 identifies 4 levels of events-  Critical, Warning, Information, Debug.   There may be additional levels defined as part of the Orion release. These levels must also be configurable.

The event captures defined in section 5.2.2.1 may be a superset of the events posted to this queue.  


[bookmark: _Data_Analysis]Data Analysis

The raw data identified in section 3.2.1 will be available in a searchable database tool.  The tool will support query and report capabilities.

The following is the minimum list of fields required fields:

· Controller Information
· Model Number
· Host Interface Type
· Host Types
· Controller Cache size 
· Controller firmware versions 

· Drive Enclosure
· Qty
· ESM Firmware Levels

· Disk Drive Information
· Number of Drives 
· Drive Type (SSD/Rotational Speed)
· Drive Capacity
· Drive Interface
· Drive FW 

· Volume Group Information
· Volume Group Type
· Volume Group Size

· File System Information
· File System Type
· File System Size



Default Reports

The following is the minimum list of reports to be available:

· Installed Demographic (entire Population)
· By Controller Type
· Number of installations
· Average Number of Disk Drives
· Average Total Capacity
· Average Number of Volumes by Type
· Average Number of File Systems by type
· Maximum Values
· Capacity
· # of disk drives
· # of volumes
· # of File Systems
· 
· Installed Demographic (by Partner)
· By Controller Type
· Number of installations
· Average Number of Disk Drives
· Average Total Capacity
· Average Number of Volumes by Type
· Average Number of File Systems by type
· Maximum Values
· Capacity
· # of disk drives
· # of volumes
· # of File Systems
· Default Reports Report Requirements






[bookmark: _Toc229909107][bookmark: _Toc242101120][bookmark: _Toc242101637][bookmark: _Toc242101708][bookmark: _Toc185934415][bookmark: _Toc186261476][bookmark: _Toc186387182][bookmark: _Toc260662004]
Assumptions and Constraints 
[bookmark: _Toc229909108][bookmark: _Toc242101121][bookmark: _Toc242101709][bookmark: _Toc260662005]Assumptions
· ESG will be successful in convincing OEM Partners to allow ESG to Host the captured data

· Sell-To Sales Teams will promote the concept
· Assist in finding Champions within the OEM Organizations
· ESG Executives will support and promote the concept


· ESG will successfully address “Challenges and Issues” in Section 3

[bookmark: _Toc229909109][bookmark: _Toc242101122][bookmark: _Toc242101710][bookmark: _Toc260662006]Software Constraints
No known constraints at this time.
[bookmark: _Toc229909110][bookmark: _Toc242101123][bookmark: _Toc242101711][bookmark: _Toc260662007]Hardware Constraints
No known constraints at this time.
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