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Shashi Bomma
 More than eleven  years of Experience in  Linux, AIX, Solaris, C, C++, File Systems, device drivers , Databases and Customer management
SUMMARY

1 A highly motivated individual with more than Eleven years of experience in software development.
2 Contributing to Kernel development for a  startup on File systems and Device Drivers area 

3 Working  on  a  daily basis on  SLC/MLC  Nand  Flash and Storage systems

4 Experienced in PCIe device drivers

5 Served the AIX Service Patent Review Board as a junior board member
6 Have nine patent filings with IBM

7 Excellent debugging skills in  Linux, Solaris and AIX
8 Involved with  the Cluster file system (GPFS)’s design review for various releases  
9 Expertise in specification of software requirements, design, implementation and unit and functional verification testing in Unix File systems using vnode/VFS interface, streams driver, DCE-DFS, Storage Tank Client, Replication, Tivoli Storage Manager , AIX  HACMP and Database development .
10 Use customer management skills while solving customer problems
11 Interacted with Customer care executives and resolution team  
12 Collaborate with other IBM Satellite Center Sites for providing education 

13 Complete understanding of the design of AIX JFS2 and AIX JFS file systems
14 Major strengths in user and kernel mode C and C++ development on AIX,      Solaris and Linux.
15 Well versed with cross platform development and porting issues (endianness, shared objects and libraries,32-bit and 64-bit issues), AIX and Solaris kernel core crash dump analysis ,Solaris and AIX system administration. 

16 Expertise in trouble shooting

17 Creative problem solver and team player who consistently produces high quality results                       
Expertise encompasses:

	�1Cross-Platform Development 
	�2 Customer facing skills
	�3 Porting Issues

	�4AIX File System (JFS and JFS2) Development/service
	�5 Customer management skills
	�6Customer presentation skills

	�7AIX VMM/HACMP
	�8Customer Deployment
	�9Tivoli Space Manager

	�10DB2 Data Management
	�11Problem Solving
	�12Multi-Threaded Programming

	�13System Performance Tuning
	�14Training other IBM sites
	


Technical Skills profile

Languages: C , C++,  JAVA, XML, Shell , Perl,assembly
O/S : AIX,SOLARIS, LINUX, HP-UX
Kernel Experience :  AIX ,LINUX, SOLARIS
Debugging Experience: KDB,kdb,kadb, adb, crash, dbx, xldb, truss, ldd, dump, nm
Database Experience: DB2  product  development, SQL(static, dynamic, CLI etc)
Technical Experience

Fusion-io ,Salt Lake City, Utah                                                      Aug  2008 - Till Date
 Background:
     Fusion-IO is a silicon based storage architecture capable of very impressive random read/write IOPS.

Role:

1. Working  on   critical projects (File systems and PCI Device Drivers) as a Linux/AIX engineer
2. Interface with Chief Technical Officer on multiple issues

3. Interface with Marketing and sales on the requirement
4. Work with Service team 
Description:

The current porting effort  on  AIX  is to write a driver for  PCI express card. The card  can be plugged into any empty  PCI express slot in a server .

Commands: commands are issued by adding them to an in-host-memory ring buffer of command  structures, which contain an address / value pair (i.e. a queue of register pokes). The host informs the hardware of new entries to this queue by poking the register, whereupon the hardware  fetches the command queue entries by DMA. 

Completions: The hardware generates a queue of completion records indicating the status of these requests. The completion record queue is a ring buffer in host memory; the controller DMAs the results into this ring buffer. Each entry in the ring buffer contains a tag indicating completion type (read success / ECC error / etc). The hardware interrupts the host on adding a record to the completion queue; the host then reads as many completion records as possible from the queue  and acknowledges  the completions by writing to a  register. 

ECC: software never writes ECC data; the controller generates and inserts it. On read the controller reads the ECC data and compares it to the data stream; on success the ECC data is stripped out and software never sees it. On failure the ECC data is passed up via a separate completion message with the ECC data appended so that software  can correct the error. 

Banks: the controller contains four  banks, which are effectively four independent NAND controllers. All four  banks can be simultaneously operating. We currently choose the bank to use as a fixed function of the page address of the operation during a read or program. Erase on the other hand uses all banks . 

Completions: on completing a command the controller writes the tag  to the  special  register. 

Work included analyzing the data from PCI express analyzer.
Ported a complex  PCI express based device driver from Linux to AIX operating system. Work also included implementing a porting layer for various OSe-s. Mutexes and spinlocks were re-implemented for the porting layer. Wrote atomics for  power pc and AIX operating  system. Improved interrupt handler implementation for Linux and wrote the complete implementation for AIX. Looked at multiple interrupts and DMA issues on Linux operating system. Fixed  some complex performance bottlenecks in I/O stack in the Linux implementation. It is currently available for alpha release.
Developed a critical file system DirectFS on Linux 2.6.28 kernel. Six month turn around from the start of project initiation to alpha code release.Preliminary testing has revealed that the performance of this file system is two times faster than Linux ext3 file system. Novel features in the implementation include delegating the block allocation to the driver. ioDrive can be configured to export a sparse 64-bit logical block address space. Assuming  each block contains 512 bytes, the logical address space contains 2 power 73 bytes. DirectFS can then use this logical address space to map file system objects to physical storage.By default, file system uses the most significant 32  bits of a logical address for the I-node number and the least significant 32 bits to hold the block offset into a file. So the file system can support up to -1 +  2 power 32 files and directories in total and each file may be up to 2TB in size when using 512 byte logical sectors. Was released for alpha release.
Perform gnumake makefile hacking  on a daily basis and well versed with scons issues.
IBM Austin,Austin,TX                                                                    Sep 2003 –  Aug 2008
Role:

1. Worked as a developer for AIX JFS2/JFS/VMM  team

2. Served as an interface for all cross team issues between GPFS and AIX kernel 

3. Member of  AIX Service Patent Review Board

4. Interface with other AIX developers 

5. Deliver education to IBM Satellite Centers

Description:

Worked on critical AIX File system’s like JFS2 and VMM components and various other kernel components. Worked on design and coding of the following,

a)file system  layout/FRS for JFS2, 

b)snapshot’s(persistent and internal)

c)freeze/thaw 
d)unified DNLC

e)garbage collected piles

f)shrinking/Growing the file system
g)encrypted File system
h)block Device Mapping

i)VMM design improvements
j)page Migration

k)LRU lists

l) Paging Space Management

m)page Promotions/Demotions (Multi page support)
Worked with file system architect on providing serviceability improvements, provide inputs for component, eRAS features. Complete understanding of the FRS, Low level and High level design for all the line items for all the releases. Role included development and design on above mentioned line items.

Also worked on  AIX ONCPLUS  NFS3 and NFS4 source code base and working on the kernel and I/O subsystems in entirety.

Acted as a technical liason between AIX kernel and GPFS Cluster file system  Developers. Well versed with GPFS and its core design issues. Debugged multiple GPFS locking issues and VMM critical section issues.

Patents filed  in IBM:

1Methodology for incremental truncates using mount processing

2Hint based Email address constructor
3LRU pacing

4Automatic computer operating system stack depth adjustment
5High probability files system recovery with failure time logging

6Enhanced sync framework

7Context sensitive presentation of files based on a priority

8Method for improving free list management to support pageable page sizes

9Method for User control of File Inode Blocks and File Data Blocks
Two of the above mentioned patents are available at the following URL

http://www.faqs.org/patents/inv/509165

IBM Silicon Valley Lab, CA , U.S                                                    Oct 2000 – Sep 2003
Role:

1 Enhancement/Porting of the Data links product on AIX 4.3, 5L.
2 Worked as lead on  design, implementation, deployment  and  testing of  the following work items.

Description:

Data  links  is an enhancement  to  the DB2 database that enables database applications to

Access  data  stored  in  file  systems.  The  Product  includes  the  file system   component

(Data links file system), Data links file Manager and the engine ( DB2 and DLFM interface code). 

Data links file system layers above the native UNIX file system. DLFS is implemented as a filter file virtual system layered above the native file system and DLFS only intercepts and pre-processes certain file system specific operations for providing the additional functionality required by Data links.  The existence of DLFS is transparent to a  user of the file system, who can use the normal file system APIs (e.g. Open ) to access files. It is the logical file system which redirects these requests by invoking VFS/Vnode routines of the DLFS VFS for the file system type dependent processing. DLFS in turn does some Additional processing if required, and then passes the request on to the native file system’s  VFS layer

Network Appliance integration with data links

Worked on  writing a white paper with Network Appliance Inc on F880 filers integration with data links . The filer was used as both NAS and SAN.  The Network Appliance F880 uses Data ONTAP technology to provide a wealth of storage management capabilities, including instantaneous point in time copies with no performance overhead. I did the joint integration with a co-worker from Network Appliance Inc. 

Update in place

This line item provides an Update-in-place capability for DATALINK value referenced files. This allows users to change the content of a DATALINK-ed file while file recovery can still be provided. Moreover, the write access is controlled by the database using token-based access mechanism. I did the design and implementation on AIX 4.3.

Link File Security

1 This line item was primarily to address security concerns. The admin granted link                                                                                                                                     authority is introduced. 

2 The development was done on AIX 4.3.
3 I have designed and implemented all the changes required for DB2

4 I have implemented  grant, deny, revoke commands  for  DLFM.

Replication

I have written scalar functions for data links replication. Data can be replicated close to where the application is running. Therefore, the application can achieve faster access. It is particularly true if the applications span across a WAN. We reduce the network traffic by having  the data flow through the network once instead of once per data access.

Storage tank client

Worked on developing a working model of data links on storage tank distributed storage architecture on AIX 4.3. The prototype was an initial implementation for the integration of Data Links and Storage Tank. The goal was to demonstrate both Single and distributed (cluster) implementation. The design was further divided into the following stages
a) Data links on storage tank clients

b) Data links on storage tank server as well

The main consideration for stage a was  the compatibility between Data Links File System filter and storage tank file system. 

Linux  (Prototype)

Have  identified the  super block,  inode,  file and dentry operations to be intercepted. There were  couple of issues and concerns in the capability model. The initial file  System  implementation would be on Ext2fs ( Linux 2.4). 
IBM Canada Ltd, Toronto, CA.            Jan 1999 – Sep 1999 & May 2000 – Aug 2000

Role :

1 Worked as a project lead 

2 Responsible for Coding and porting the product to Solaris                  

3 Specialized in kernel  core crash dump analysis on Solaris.
4  Have written adb macros for  Solaris. Have handled many kernel panics.  

5 Completely rewrote the upcall portion between DLFS and DLFM. This approach involved implementing a pseudo streams diver. A device file having the same major number as the driver provides an abstraction of the driver to user mode processes. The stream consists of only a streams head and the streams driver. Since no intermediate processing of messages is required, no streams module needs to be pushed in while setting up the stream.

Description:

Data Links File system has to prevent rename and delete operations on the file. It also has

to prevent the rename of directories containing linked files in order to support the referential integrity requirements. Single vnode approach with modified vnode operations was chosen.

Data Links File Manager is a key component of the Data Links technology. DLFM is a sophisticated SQL application with a set of daemon processes residing on a file server node that works cooperatively with the host database server(s) to manage external files. To reduce the number of messages between database server and DLFM, DLFM maintains a set of meta data about the file system and the files that are under Database control.

IBM Global Services India Pvt. LTD                                           Oct 1999 – April 2000 

Role :  
1 Coding and testing

2 Worked on the design of the Data links File System for DCE-DFS on AIX 4.2. I worked on the Client side component of DLFS on DCE-DFS. The client side DLFS layer is mainly responsible for supporting specialized database access control features for files linked Under DB-access control mode, being accessed using embedded encrypted DB-tokens In the filename. The implementation of the client side layer is in the form of a filter VFS Kernel extension, very much like that for DLFS on local file systems.

3 Worked on the development of Functional verification test suite for DCE-DFS test cases . Developed  the simple api test cases for DCE-DFS setup. A typical setup could contain a few file server machines and several file system client machines. 
Description:

In the Data links DCE-DFS setup, there could be multiple databases having links to DFS files residing on the same or on different fileservers. DLFS would take care of intercepting file system calls to DFS, in order to provide the required functionality for Data links. This would happen for files residing in filesets that are configured for DLFS.

One of the major aspects in the DLFS-DFS client side design involves interpretation and manipulation of DCE security credentials. This includes support for user identification based on the DCE identity of a calling process.
IBM Global Services India Pvt. LTD                                             Feb 1998 – Dec 1998

Role : 
Implemented the following on AIX 4.x
1 Coding  and testing

2 Implemented takeover mount of the underlying file system
3 Implemented Processing of certain vnode operations
4 Written functional verification test suite

Description:

DLFS is implemented as a file virtual system layered above the native file system. This means that the basic file system functionality is taken care of by the native file system and DLFS only intercepts and pre-processes and/or post-processes certain file system specific operations for providing the additional functionality required.

The operation of the  DLFS virtual file system can be broken up into the following stages:

1 Initialization  of the file system (this  occurs just once the file system is loaded  during boot time )

2 Takeover mount of the underlying file system
3 Processing of VFS operations

4 Processing of vnode operations

5 Unmounting a taken-over file system
6 Unloading   of the file system (i.e de-registering   the DLFS  file system  type  and                                                             

            unloading it from the kernel if it is a dynamically loaded kernel extension )
Education

Dec 1997                  Masters Degree in Digital Systems and Communication Engineering 
                                 Regional Engineering College (REC) Calicut

                                 Calicut University, India 

May 1995                 Bachelors Degree in Electronics and Communications Engineering
                                 GPREC,A.P, India

Status in US 
I am currently on  EAD . I am expecting my green card soon.
S & A Associates 1101 Winchester Blvd D136  San Jose, CA  95128
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