Zonda Planning

May 9, 2007
I. Software Development

A. Stability projects

1. Eliminate sendAgile and replace with RMC – need plan
2. Add RMC to the file system – need plan
3. Dump hardening (in progress) – need status update (expectations/schedule)
4. eek improvements – need plan update (expectations/schedule)
5. Additional file system hardening and improvements – need plan update (expectations/schedule)
6. evm improvements – need plan (expectations/schedule)
7. sscccd rewrite – need plan (expectations/schedule)
8. Memory tagging and statistics – need plan (expectations/schedule)
9. 100 volume failover support – need status update (expectations/schedule)
10. Implement the CLI refactoring project; includes development plan for transaction support in the cluster DB – need plan (expectations/schedule)
B. Projects to assist CS
1. Cluster GUID that does not change with cluster name change(for EMRS processing) (ECR 15888) 

2. Automatic NFS automount of management volume on SSC 

3. Remote GDB support (assuming mgmt volume mounted on the ssc)
4. Need scoping

a. Unique ID numbers for all elog messages
b. Upgrade improvement project
i. Upgrade entire cluster with no more than two commands (one for upgrade, one for rolling reboot) 

ii. Manage failover between nodes automatically 

iii. Allow other protocols besides FTP: HTTP?; Local (i.e. on management volume)?; SCP?; TFTP? 

iv. allow roll back (saving old images to the mgmt_vol) 

v. Upgrades should be atomic, such that they either work completely for the whole cluster, or nothing gets changed (i.e. the put things back the way they were before the upgrade if the upgrade process runs into a problem where it cannot continue). 
c. EMRS integration -- such as: automatic checking of new releases and automatic downloading to mgmt-volume as staging area 

d. NDMP dump of filesystem metadata, without user data (for reconstruction of customer vols) 

e. Perl installed on the SSC (with all default modules plus Expect) 

f. "Single-user mode" bootup (i.e. boot mode where vsvrs and vols don't come online) (ECR 11971) to troubleshoot reboot loops 
g. Uptime statistics built into the product 
5. Additional EMRS hooks as required – TBD
C. Longer term (not in Zonda)

1. Online eek

2. Improved reboot time

3. Linux

D. Coverity

E. Install/upgrade

1. Fix “PM Down” (should be fixed in Delorean)

2. Incremental improvements following Delorean (see also “Projects for CS”)
3. Work with QA and CS on the process and documentation

F. Performance
1. Complete remaining work on small file performance

2. Implement samba replacement/authentication performance improvement

a. Associated with native Kerberos

3. Improve NCM performance

4. New allocator

a. EVM changes (LUN boundaries)

b. Sort pending I/O

c. Large I/Os

G. Bug fixes

H. Torture Test bug fixes

I. New features
1. Support LUN expansion, probably by moving the LUN label to the front
2. >2TB LUN support

3. Tek-Tools support, SNMP
II. Testing/QE/Debug
A. Core regression on complete code

B. Code coverage

C. Torture test
D.  Make use of test frameworks for FS and SNMP (perhaps others)
E. Extend build ver – improve nightly build by adding nightly build ver or other
F. Make Supersoak effective, extend it
G. Extend existing test sets
H. Define benchmarks and routinely test to them during the project
I. Add beta testing

J. Escalations engineers have to be project aware (code level)
K. Better test auditing – when was a test last run and what was the result
L. File system test

M. Improved logging and debugging

1. All the daemons must generate cores. 
2. FC must be able to generate a core.
3. Nice to have- Ability to write to mgmt volume even though FP is down. 
4. Ability to write logs to the mgmt volume.
5. If remote Syslog is not configured and EMRS not enabled, ability to rollover the old logs to mgmt volume & implement retention for them 

6. NDMP log should be on mgmt volume 

7. Ability to maintain/schedule clusterDB backups on mgmt volume 

8. Ability to maintain/schedule all the config information in mgmt volume 

9. Easy way to capture N/W packets on our filer 

10. Better logging for poor response time by the external element (e.g.) DC, NIS, Array, DMA 

11. Ability to monitor logs and CPU/memory usage of SSC and then does the right thing (cleanup/warnings, etc…). Perhaps a daemon on SSC. 

12. More AS alert events 

N. Disk defragmenter 
O. Limits Testing
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