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1. Introduction / Test Objective
This document serves and a high level plan detailing the effort to launch the first ONStor NAS LSI Joint NAS deliverable. Most if not all of this document will focus on efforts taking place in Q3/4 2009. The products that are primarily discussed in this document will be Cougar NAS (67xx or 3xxx) connected to XBB2 or Matterhorn controllers.
The Test objective is to leverage current test processes that occur in the Campbell CA Lab to compliment the Interoperability Test Plan for Fibre Channel Devices that will occur in Wichita KS.

1.1. Objective

ONStor NAS will provide the following services when introducing new products into the partner’s channel.

1.1.1. ONStor Qualification
1.1.2. Interop Certification

1.1.3. Training
On the job training.
1.1.4. Support Roadmap and Definition
1.1.5. Product Launch FCS
1.2. Terms
	Term
	Description

	Pantera 5000
	A NAS Head with Last Generation 3992 and Crystal or Chromium Firmware.

What ONStor used as a reseller.

	EverON
	NAS Firmware Build

	Crystal
	Current Pantera Firmware

	
	


1.3. Acronyms

	Term
	Description

	WP
	Winterpark 3992 Array

	MH
	Matterhorn, Next Gen Replacement for WP, Supports 8Gbs

	AG
	Allegheny (Next Release Controller Firmware) 

	XBB2
	El Hefe


1.4. Reference Material

Table 1. Reference Material

	Ref. No.
	Document No.
	Title
	Revision

	
	 349-1018590
	Interoperability Test Guide
	

	
	
	
	

	
	
	
	


2. Test Strategy

2.1. Location

Campbell CA, Wichita KS
2.2. Test Phases

ONStor NAS Qualification (Qual)
The goal of this testing is to satisfy the qualification requirement for NAS Device. For all practical purposes this solution works, but there is a need for a test pass on the Latest version of EverON with the next generation storage devices.

Interoperability (IOP) Testing

Once Interoperability begins, most NAS changes should be set and therefore should require no further changes. Should IOP Testing discover an issue which needs to be resolved any required ONStor NAS patches can quickly be turned around from Campbell and Interop testing can resume.
2.3. Test Assumptions (Which Hardware comes first)

Test planning is moving forward with the assumption that the first available controller unit will be the first unit under test. 
Qualification in Campbell will uses existing Winterpark Wrigley configurations to begin testing. The primary focus of this approach is to validate Controller firmware. It is not certain that this configuration (I.E. Existing WP with LSI Crystal Configuration, then upgraded is a supported option). If it is, it needs to be determined the timeframe for placing existing customers on this upgrade path. 

Using an Existing Pantera 5000 (Winterpark 3992, with Crystal 7.36) allows us to begin testing early, and does not leave us exposed to the dependency of having to complete a hardware order in haste. We can exercise code paths, and find new issues without having to wait for setup and configuration of new Hardware).

An assumption is made that primary focus of all testing will be to satisfy requirements for New Customer First time installs. 
2.4. Test Builds
NAS testing will begin with EverON Maintenance release code. Controller FW will be whatever is deemed fit by Interop.
2.5. Defect Tracking

Since we have not integrated each groups tracking tool, Defects will be filed separately. Defects discovered in Campbell will be entered in Clearquest (TED). Defects discovered in Wichita will be entered in ???. 
A Template will be made so each department can document issues in each others systems if needed. Test engineers will be responsible for transferring that information to the test counter part. Once complete, an exchange can be made of the defect numbers to cross reference to each others system 

This process will stay in place until systems are merged or training takes place on the use of each tracking system.

2.6. Features and Configurations to Be Tested

1. All standard NAS feature testing is performed outside the Certification Process. No new NAS features other than those already in the product are expected for FCS.
2. Campbell will be responsible for ensuring EverON Options perform as desired.

3. Wichita will ensure Santricity features operate as desired.
4. Refer to Interoperability Test Guide Revision I for more detailed configurations to be tested.

5. Testing configuration will consist of both Direct Connect and SAN Fabric modes for a standalone single Cougar system and clustered HA Cougar pairs.  
6. NAS and Direct Attached Storage (DAS)

7. An effort will be required to test a joint NAS/DAS storage configuration. (Native Storage Features while running along side NAS). Complete details of this effort have yet to be defined and scoped out. We will try and incorporate those details in Version 2 of this document.

2.7. Features and Configurations not to be tested
1. Mixed storage solutions (I.E. ESG and Other Vendor Storage running with NAS).
2. Bobcat testing. Any bobcat (ONStor NAS 22xx) testing will occur at the backend of this test plan as needed.

3. Migrating existing Live Winterpark (Crystal 3992), configurations to Matterhorn or XBB2. If this is a supported upgrade path then it needs to be defined and a separate effort is required.

2.8. Test Plans

This document outlines the plan from an NAS Perspective. The Interoperability Test Guide is the plan for Storage.
2.9. Test Cases

The Interoperability Test Guide defines the cases to be run in Wichita.

NAS Qualification Test Lists and Pantera workflows will be used in Campbell.
2.10. Test Cases to be added

Open for discussion. FRU Testing may need to be modified or enhanced.
3. Test Environment

This section is a specification of the necessary and desired test environment. 

3.1. Test Resources

Campbell CA (Dave Limato, Shawn Currin).

Wichita KS (Set by Interop Manager)

3.2. Development Resources

For NAS, a specific development resource for this project has not been identified. We will rely on current pool of resources as the need arises. 
3.3. Hardware

NAS
Cougar 67xx (Cluster in a box).

Cougar 3xxx (Single Blade NAS, Requires two units for Cluster)

Storage

XBB2 Controller

Matterhorn Controller

Wrigley Enclosures (1 or 2 per controller head, (Campbell should have an adequate supply)
3992 Winterpark Controllers as Needed

Drives (Open) (Campbell should have an adequate supply if 750 GB SATA Drives)
SAN
Brocade 300, Possibly a Qlogic.

Clients

Any mixture of clients can be used. It is preferred those clients called out in the SOW for this project will be covered.
3.4. Software

NAS will use the Released Branch 4.0.2.x

Controller will use 7.60

3.5. 3rd Party Products

None
3.6. Configurations to Be Tested
Diagrams are forthcoming. Can also be found in Interoperability test Guide.
4. Risks and Assumptions

4.1. QE and DEV Resources
No new reqs are currently open for this effort. Any development effort from a NAS Perspective will have an impact on the project they are currently working on . Day for day slip.

Training of new personnel will impact the overall schedule of the project.

4.2. Hardware Risk
· NAS and Storage Testing can only be done on hardware or boards that are available. First unit in will get the primary test focus (I.E. Matterhorn vs. xBB2.
· SAN Equipment. Campbell elab has an adequate supply of FC switches, but lacks switches capable of 8 Gbs).

· Unable to identify availability of NAS systems (Cougars) to be used by other groups. Limited to supply on hand.

4.3. Software Risk

On the firmware side, Campbell will use existing arrays with 7.36 loaded with Data. If the configuration needs to be wiped before starting, it will impact other internal configurations. 

If not done properly It could lead to issues later that aren’t really issues, just a result of improper configuration. 

We will need help properly configuring these arrays.

4.4. NAS Qualification Risk
There are no identified “New Qualifications” currently identified on the schedule. Any 3rd Storage Qualification should not require much effort. The only foreseeable “Re-Quals” are Nexsan and 3PAR.

Any effort for a DMA can be covered using the new automation harness, or by having our partners conduct testing remotely.

No new SAN Switch testing in the foreseeable future and should take 3 – 5 days if it arises.

No new 3rd Party Application Testing is seen on the horizon.

4.5. Schedule Risks
As is always the case, there is risk to the schedule based upon the resources available and current assignments. (See Next Section). A rise of manpower required in one project will have an adverse impact on the competing project or maintenance effort. 
5. Schedule
[image: image1.png]Couqar_JFirst Test, AG on WP —

Run in conjunction with I0PS
XBB2 on MH el

—

Patch Rework

Normal Everon Maintenance Changes

Other Certiications >

Miestone

Complete






LSI NAS First Launch

1

(2003 ONStor, Inc., Company Confidential
Page ii

