Svati Chandra





        Phone : 1-408-802-4186
    e-mail :svatisc@gmail.com

QUALIFICATIONS:  

8 years of experience in working with the Linux Execution Environment – Kernel subsystems, Libraries and Application Programs. In particular, Experience in Developing and Maintaining Linux Device Drivers and Kernel Modules for Filesystems and Volume Managers and High Performance Computers, Designing and Developing Libraries, Connection Daemons and Performance Measurement Tools. Experience also in Designing and Optimising Abstract Device Interfaces for MPI, tuning MPI Applications for performance, and in researching High Level languages for Re-configurable Computing and building a front-end interface for RCS systems using Python. On visiting faculty for training graduate and post-graduate students in Operating System concepts, Unix/Linux Application Programming, Socket Programming and Linux Kernel Module Programming. 

Languages: 



C(Proficient), Python, SA-C, StreamsC, C++, 8086 Assembly 

Operating Systems:


Linux, Solaris, Windows NT/2000, AIX, HPUX, OpenBSD
Hardware Platforms:


Intel x86, Itanium, AMD Opteron, IBM Power4, MIPS
Tools:




GNU Toolkit, Sun HPC CT 5.0, xlc, kdb, Mercurial, dmalloc,





Perforce, CVS

Technologies:
SAN(System Area Network), NAS(Network Attached Storage), VIA, RCS, MPI, Storage Virtualization using VxVM,  Xen

Appreciated by management and peers for abilities in handling multiple projects at the same time and  designing and developing efficient software. Strengths include being creative, analytical, a fast learner, good team player, well organised and having good communication skills. 

PROFESSIONAL EXPERIENCE:

NucleoDyne Systems Inc, Cupertino CA
Senior Software Engineer

On Contract to work for LSI, San Diego CA


       
 
Tarari Content Processor





January 2009 to present
The LSI Tarari XML Content Processors accelerate XML processing by offloading it to high-end computing hardware running optimized algorithms. The controllers interface directly with user space applications, taking XML jobs as input and outputting processing results.

Responsibilites:

· Porting of kernel and user-level software components from Linux to HPUX.

· Verifying the certification suite, analyzing system crash dumps, identifying and resolving defects.

NucleoDyne Systems Inc, Cupertino CA

Senior Software Engineer

On Deployment to work at ONStor, Campbell CA
EverON StorFS FileSystem                   


            November 2007 to November 2008
EverON StorFS file system is at the core of all ONStor Clustered NAS systems. It is a 64-bit file system designed for massive scalability and reliable performance alongwith a comprehensive set of data protection and management features. It also provides customers with a choice of backend storage.
Responsibilites:

· Developed a Security File Analysis tool to dump and analyze the contents of a file that contains multi-protocol security information about NFS and CIFS clients accessing data served by ONStor filers.
· As part of  team, maintained the following for StorFS :
· Interfaces to clustering/high availability components and daemons that interact directly with the filesystem

· File system consistency check routines for verification of security information.

· Snapshots and Mirroring operations

· Porting of EverON from OpenBSD to Linux systems.

· Mentored new hires

Sun Microsystems India Pvt Ltd, Bangalore 

Senior Software Engineer

SAM-QFS






         May 2006 to November 2007

QFS is a  high performance, distributed, advanced file system designed to provide maximum scalability, performance and throughput for the most data-intensive applications. It often gets bundled with SAM-FS (Storage and Archive Manager), a highly resource-efficient archiving solution. This combination is referred to as SAM-QFS and together they provide an innovative, efficient and cost-effective solution for ILM.

Responsibilites:

· Understanding QFS Design and Implementation 

· As part of  team, maintenance of the following of  SAM-QFS :

· IO path 

· Shared QFS client implementations on Linux and Solaris

· Authored an article on LibSAM – a set of API that allows you to manage data in a samfs file system from within an application.
· Led the team in its Open Sourcing initiative.

· Verification of the ltp(Linux test project), identifying and resolving bugs. 

· Hands-on with QFS from Administrator’s point of view. 

Symantec Corporation, Pune ( formerly Veritas Software India Ltd )

Software Engineer

Volume Manager



               

Nov 2004  to Nov 2005

Volume Manager(VxVM), VERITAS’s flagship product, provides an abstraction of storage, over multiple disks called volumes. This abstraction enables data stores (file systems, databases, etc) to span multiple disks. In addition, it provides high availability and efficient access to storage media.

Project Title and Description: Linux VxVM

Implementation of 32-bit and 64-bit Linux solutions of VxVM based on SuSE SLES9 and RH 4.0 with AMD Opteron and IA64 processor architectures.

Responsibilites:

· Understanding VxVM Design and Implementation on Linux.

· As part of  team, maintenance of the following of VxVM :

· Ability to access disk arrays through multiple paths, thus providing high availability (Dynamic Multipathing or DMP) 

· IO path 

· Verification of the VxVM Certification Suite, identifying and resolving bugs. 

· Hands-on with VxVM from Administrator’s point of view. 

· Exposure to technology implementing the ability for multiple nodes to access data on shared disks (Cluster VM or CVM)

· Identifying performance and scalability issues for increasing stability of the product. In this regard,

· Exploring the use of Xen – an open-source, high performance resource-managed virtual machine monitor.

Centre for Development of Advanced Computing (CDAC), India.



Member Technical Staff








Reconfigurable Computing Systems(RCS)



                June  2003 to Oct  2004

An enabling technology in high performance computing, RCS or Reconfigurable Computing Systems are systems that can modify/re-configure their hardware at run time to suit an application.

They work by transposing computationally intensive software algorithms onto hardware and thereby provide better performance in terms of computation speed and CPU usage.

Project Title and Description: Python Front-End Interface for RCS systems

Python is an interpreted, interactive and object-oriented programming language that is well suited for scientific computing. The aim of this project is to learn Python and explore its use as a front-end interface for RCS systems.

Responsibilites:

· Documented the design and implementation of the front-end interface.

· Developed a basic extendible Python module for RCS Library.

· Used SWIG Interfaces to embed the already developed library in C in Python.

Project Title and Description: Case Study of High Level Languages for Reconfigurable Computing

High Level Languages for Re-configurable Computing make FPGAs available to application programmers by raising the abstraction level from hardware circuits to software algorithms. They eliminate the need for expertise in hardware design by automatically synthesizing efficient hardware realizations of C language modules.

Responsibilites:

· Case study of the above with main emphasis on SA-C and StreamsC.

· Developed programs to test basic operations on the RCS expansion card.

Project Title and Description: Linux Device Driver and Library for PCI-Based RCS Card

The aim of the project was to design and develop a Linux Device Driver and a Library for a PCI Based expansion card that implements RCS technology. The driver contained support for managing IO and DMA through interrupts and ‘ioctls’, memory mapping to user space (mmap) and synchronization of  access to hardware.

 Responsibilties :

· Actively involved in reviewing system requirements and giving feedback.

· Documented the design and implementation of the entire project.

· Designed and developed a Device Driver for Linux 2.4.x .

· Designed and developed rcsl - a library/APIs for the application programmer.

Project Title and Description: Linux Device Driver for PCI Analyzer Card

The PCI Analyzer Card is an analyzer tool for PCI based products. The aim of this project was to write a Linux Device driver for a 64-bit Itanium system and test the functioning of the analyzer card.

Responsibilities:

· Designed and developed a Linux Device driver for a 64-bit Itanium system. 

PARAMNetII on PARAM Padma




                  Aug 2000 to May 2003

PARAM Padma is CDAC’s latest supercomputer designed as a high-performance scalable computing cluster with a peak computing power of 1 Tera Flop. It is built of compute nodes based on state of the art microprocessors (IBM Power 4  @ 1 GHz) and OS technologies (Linux/AIX). The nodes are connected through CDAC’s own proprietary state-of-the-art SAN (System Area Network) named PARAMNetII.  PARAM Padma has figured twice in the list of top500 supercomputers of the world.

Project Title and Description: Connection Manager for VIA on UDP and porting to TCP 

The Connection Manager(CM) is a user space process/daemon that establishes logical point to point

connections between VIs. It is one of the core components of VIA i.e Virtual Interface Architecture, which is an open industry specification designed for applications to communicate over a SAN.

This CM has been ported to AIX and is installed on PARAM Padma. 

Responsibilities:

· Made detailed documents of CM design and implementation.

· Single-handedly designed and developed a multithreaded client-server model for the Connection Manager using UDP on Linux.

· Ported the same to use TCP.

· Implemented Connection Management routines of VIPL (VI Provider Library). VIPL is the user-visible component.

· Implemented corresponding kernel services for Connection Management in the VI Kernel Agent/ Device Driver.

Project Title and Description: PARAMNetII Performance Measuring Suite

A suite of applications to determine the performance of PARAM Padma's interconnect fabric/SAN named PARAMNetII. The benchmarks include pump and echo latency, and 1-way, 2-way and all-to-all bandwidth. This tool was used to take measurements for different message sizes, varying number of endpoints and varying number of iterations. The figures obtained were used in preparing a white paper on PARAMNetII.

Responsibilities:

· Documented a manual to use the tool.

· Was responsible for the design and development of the performance management tool.

· Implemented node communication pattern tests such as one-to-one, one-to-all and all-to-all.

Project Title and Description: Tuning MPI Applications for Performance Optimization

The aim of this project was to tune MPI Applications to maximize performance of PARAMNet-II. The approach consisted of identifying bottlenecks, and then deciding on ways to mitigate them. 

Responsibilities:

· Worked closely with the application development team in profiling applications, and then tuning system parameters and compiler options to extract maximum performance.

Project Title and Description: Optimization of MVICH for PARAMNetII.

MVICH is an MPICH based implementation of MPI for Virtual Interface Architecture. MVICH implements the MPICH Abstract Device interface (ADI2) on VIA.

Responsibilities:

· Did a case study of MVICH covering its design and implementation - the protocols, connection management, process management, flow control and memory registration.

· Suggested ways to optimize MVICH with a description of the routines on the critical path. 

· Made excel sheets to reflect per-node memory usage with increasing number of processes and connections. The data obtained was immensely useful in analysing and stress testing PARAMNetII.

Project Title and Description:  Loadable Protocol Module for Sun MPI

A PM or protocol module is protocol-specific code that enables an MPI application to communicate at high speed across different types of networks. The aim of this project was to write a protocol module to pass MPI messages using the VIA protocol and therefore explore the possibility of porting VIPL to Solaris.

Responsibilities:

· Developed a skeleton PM for VIA on Solaris 8 using Sun HPC CT 5.0.

Project Title and Description: PPPoE Client on Linux (BE Project)              Sept 1999 to March 2000

PPPoE stands for Point to Point Protocol over Ethernet and relies on two widely accepted standards: PPP and Ethernet. PPPoE is a specification for connecting the users on and Ethernet to and Internet through a common broadband medium, such as a single DSL line, wireless device or cable modem. All the users over the Ethernet share a common connection, so the Ethernet principles supporting multiple users in a LAN combine with the principles of PPP, which apply to serial connections.  

Responsibilities:

· Documented the design and implementation of project.

· Implemented a PPPoE client on Linux using raw sockets. 

Advanced Computing Training School (ACTS), India.





Taught advanced classes to graduate and post-graduate students at ACTS, Pune for DAC(Diploma in Advanced Computing), DESD(Diploma in Embedded System Design), VLSI and J2I(Japanese to Indian) courses on the following :-

· Operating Systems

· Linux Kernel Module Programming

· Advanced Unix Programming

· Socket Programming

· Teacher Training Programs

EDUCATION AND HONORS:

· B.E. Computer Science from VIT (Vishwakarma Institute of Technology) affiliated to University  

       of Pune, India with Distinction.

· HSC (XII) with 92.67% from Wadia College, Pune.

· CBSE (X) with 84.32% from Jnana Prabhodini Pune.

· Consistently ranked amongst top 3 in education.

SEMINARS and WORKSHOPS

· ACTC(Advanced Computing and Technical Competence Training) by Dr. Luiz and Dr.Zaphiris of IBM USA.

· Tuning MPI Applications for Cluster Computers by Timothy G Mattson, Intel Corporation USA.

(Conducted as part of  HPC Asia 2002, Bangalore.)

