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	EXPERIENCE SUMMARY
	1212 Henderson Avenue, Apt 2, Sunnyvale CA 94086


· Highly motivated and dedicated engineer with experience in designing, developing and debugging Linux kernel, storage systems, large scale storage clusters and network stacks.

· Over Six (6) years of extensive kernel experience in large scale storage systems, firmware, clusters, NAS/SAN and UNIX programming using C, Perl, Shell scripting, Tcl and JavaScript.

· Experience in system QA and system integration verification of storage clusters. 
· Thorough understanding of Linux I/O stack, network file systems, cluster file systems, process management, memory management, network stacks and block storage.
· Involved in full product development life cycle including requirements definition, prototyping, interface implementation and testing.

· Experience in development on volume manager, SAN storage systems and object storage.

· Thorough understanding of UNIX architecture, caching, virtual memory, synchronization and coherency in distributed systems.

· Team player with excellent communication and analytical problem solving skills. Ramps up quickly.
	TECHNICAL SKILLS
	


DOMAIN KNOWLEDGE – Operating systems (Linux 2.4 and Linux 2.6, Windows and HP-UX), large-scale systems, file systems (NFSv2, NFSv3, GFS, PanFS, Lustre), memory management, clusters, storage systems (NAS, SAN, OSD (OBSD), NASD), network subsystems, distributed locking, RAID, volume managers and snapshots, filesystem journaling, caching, block storage and run-time environment.
PROGRAMMING: Kernel development, pthreads, file system drivers, network protocols, x86, symmetric multiprocessing (SMP), kernel concurrency handling, dynamic loading of drivers, interrupt handling and deferred work, TCP/IP, kernel debugging, checkpointing.
LANGUAGES – C, x86 ASM, Perl, Tcl, Shell Scripting, JavaScript.
TOOLS – GDB, Turbo Debugger, BC5, GCC, WinDbg, kdb, Make, Ethereal, WinNT/2K/XP DDK, Softice, CVS, SourceSafe, svn, Perforce, Installshield, cscope, bugzilla, test track pro, TikiWiki, Iozone, Bonnie++, Postmark, dbench.
SOFTWARE PACKAGE MANAGEMENT: RPM, Debian package management.
EDUCATIONAL BACKGROUND
· B.S., University Of Pune, India.
· IBM Certified Application Developer (2000) (Course Duration: 2 years).
	PROFESSIONAL EXPERIENCE
	


· Employer: Akamai Technologies, San Mateo CA




(Apr 2007 – present)

Sr. Linux Kernel Engineer

Akamai plays a critical role in delivering content from providers to consumers. Hundreds of enterprises worldwide use our global platform to sell, inform, entertain, market, advertise, deliver software, and conduct their business online. A high-performing, robust, and secure Linux kernel is crucial to Akamai’s products and services. The Linux kernel engineering team plays a critical role in delivering Akamai’s distributed platform solutions, and its work impacts the performance and security of websites world-wide.
· Working as a senior member of Akamai’s kernel team on the Edge Server Platform.
· Optimize server performance, scalability and robustness on the world’s largest computing and content delivery system to meet growing demand for video streaming on the web.

· Research and design new functionality and make enhancements to Akamai’s Linux kernel in areas of scalability, reliability, file systems, security, memory management, disk subsystems and the IO stack.

· Investigate and fix security vulnerabilities as reported by the Security Ops team.
· Track, evaluate and integrate developments/enhancements and bug fixes from Linux open source community and develop value-added features on top.

· Evaluate system performance on variety of hardware platforms under various workloads.

· Run performance evaluations of various hardware systems and software components and deploy those which suit Akamai’s workloads the best.

· Employer: Information and Technology Management, Edison, NJ


(Apr 2006 – Apr 2007)

Software Engineer
· Cluster-wide synchronous process checkpointing and migration
Availigent’s Duration provides automated application monitoring, fault-detection and stateful migration of Linux applications in a modern dynamic data-center. It allows you to statefully move applications around without interruption or loss of data. Duration essentially provides application virtualization by de-coupling the application from the machine it is running upon and thus requiring only application migration on failure instead of having to move the operating system around. All work was done on Linux.
· Member of the team designing and implementing the application checkpointer to provide for transparent cluster-wide synchronized checkpointing and statefull restoration of multithreaded applications running on RHEL3 and RHEL4.
· Implemented and maintained various parts of the user-space checkpointing library and glibc patch.
· Implemented ability to checkpoint and restore NPTL threads and implemented cluster-wide synchronous checkpointing using Scali’s MPICH implementation for HPC systems.

· Maintained the kernel driver used for checkpointing. This required expert level knowledge of virtual memory, SMP, process management and run-time environment.
· Ported checkpointing library and kernel driver from RHEL3 (Linux 2.4) to RHEL4 (Linux 2.6). This work needed expert level knowledge of both Linux-2.4 and Linux-2.6 kernel.
· Worked on the fault-tolerant application manager code and added whole features and fixed bugs in existing code.

· Programmed in C and C++ to achieve development targets. Used Bugzilla for release/bug tracking.
· Employer: CalSoft Pvt Ltd, Pune, India





(Sep 2005 – Apr 2006)

Software Engineer

· Raid Array Firmware Programming
Dot Hill is a maker of SAN and Fibre Channel open storage solutions.
The requirement was to add a new feature into their existing firmware code that would wipe all the disks in the enclosure for single as well as dual (active-active) controller array and clear all metadata information stored in NVRAM as well as some part of flash memory.
· This firmware project required understanding of their CAPI interface and block driver and SCSI interface on VxWorks.
· Wrote code that affected the entire I/O stack from controller admin interface up to device driver. All code was written in C and x86 assembly. The work required extensive understanding of the SCSI subsystem, block IO layer, (virtual) memory management and kernel debugging.
· Wrote Linux shell scripts and used tools like dd to verify wipe of all disks attached to the enclosure.
· Was completely responsible for design, prototyping and implementation of the said feature.
· Wrote code to elegantly handle failover of the controller by having the other controller start wipe if the first one goes down during wipe.
· Debugged some bugs that had regressed over time into the failover code.
· Employer: Veritas Software (now Symantec Corp), Pune, India


(Feb 2005 – Sep 2005)
Software Engineer
Veritas (now Symantec) is the market leader in hardware independent storage management software with it’s Storage Foundation suite. I worked in the CPE team on Veritas Volume Manager (VxVM) on HP-UX platform. Job responsibilities involved problem solving, formal design process including requirements definition, prototype development, proof of concept design, implementation of enhancements and maintenance of various features.
· Worked on Veritas’ industry standard Volume Manager (VxVM) adding new features, prototyping and maintaining system utilities and kernel on HPUX 11i.

· Fix bugs in VxVM 3.5 and 4.0 as escalated by customers or by internal reviewers. Used my skills to analyze in-field problems and develop solutions and/or bug fixes as necessary. The work required expert-level knowledge of SMP, process management, IO and security.
· Work with 4th level backend engineering support team when required.

· Added new feature to support VxVM controlled root volumes on HP-UX.
· Wrote scripts to automate compilation of code of various release versions and install it on target machine used for debugging and testing. Used ETrack for bug and release tracking.
· Was highly appreciated in solving problem, fixing bugs and prompt response in handling engineering support issues for SBC.
· Employer: Calsoft Pvt. Ltd, Pune, India





(Jun 2002 – Feb 2005)

Software Engineer

· SAN Cluster Test Development – 
3PARData builds SAN storage products based on proprietary in-house hardware and a Linux-derived operating system. The system deploys a cluster to provide fault-tolerant storage solution that guarantees data protection on all writes. All work was done on Linux.
· I was responsible for development of test cases to test various features of the storage cluster and integration of the tests into a repeatable framework based on TeT.
· Test cases were implemented using C, Tcl and shell scripting and were later integrated into the TeT framework which supports testing distributed systems.

· I coordinated with the offsite team and act as a point of reference as regards architecture and design of the cluster for the offsite team.

· The role also includes preparing detailed test case plans, implementing new tests, generating test reports and mentoring the offshore team. 
· iWARP (RDMA/DDP/MPA) Protocol Suite
· I was a member of the team that implemented the RDMA stack on the card and developed the RNIC host driver for Linux. I designed and developed the DDP and RDMA layer prototype code and implemented their interfaces with the higher layers. All work was done on Linux.
· I designed and developed the RDMA interface prototype software for the client.

· Co-ordinated with the client engineering team to design software and comply it with the RDMA specification. This needed very strong knowledge of Linux networking stacks, especially TCP/IP.
· Was serving as the point of reference as regards hardware architecture of the network card.

· I was serving as the reference point for DDP and RDMA architectures, Linux operating system internals and TCP/IP implementation in Linux.

· OpenGFS Cluster Filesystem
The Open Global File System (OpenGFS, or OGFS) is a journaled cluster filesystem that supports simultaneous sharing of a common storage device by multiple computer nodes. Being a cluster filesystem, it supported locks using OpenDLM which is an open distributed lock manager. The filesystem is compatible with the Linux VFS framework. The hardware interconnects could be SCSI, FC, iSCSI. All work was done on Linux.
· I was a member of the team involved in stabilizing the filesystem code.
· I owned the filesystem journaling module and fixed many bugs in the software.

· I also was serving as a reference point for the team for the on-disk layout.
· Was responsible for reproducing bugs and debugging the filesystem code.

· Design and implement fixes and send bug-fix patches.

· IMManager 6.0 
IMlogic (now Symantec), is a pioneer in delivering enterprise-class infrastructure software that enables companies to control and leverage the use of Instant Messaging (IM). IMlogic’s products provide organizations a comprehensive approach for incorporating IM and security capabilities in business-critical communications and applications.
· Customize web UI for specific customers.

· Worked on Linkage product that provides inter-protocol messaging interface.

· Worked on porting Linkage from Windows to Linux.

· I owned the web interface and reengineering the conversation/review, groups, import/export tool and reports interfaces. These interfaces interact with the Windows LDAP server.
· Re-engineered the archiving tool for better performance and maintainability.

· Fully integrated the product with Windows authentication.

· Added the ‘Personal Archives’ feature.

· Optimized the database’s stored procedures for faster searching.

· System integration verification of storage cluster
Panasas builds high-speed NAS servers using object storage technology. The data and meta-data paths are separated out to provide sustained high speed of throughput with large number of clients. The clients use Panasas’ DirectFlow protocol to communicate with the storage system. At the heart of it, the work involved testing the DirectFlow protocol and it’s integration with VFS on the client. All work was done on Linux.
· Wrote code to test data and metadata operations on the PanFS filesystem through multithreaded applications.
· Wrote sophisticated multi-threaded programs in C on Linux using to simulate heavy IO load and simultaneous operations of many machines on the file system.
· Worked on testing the interoperability of the client module with various test suites, software products and kernel components. Running the LTP suite on the filesystem was a part of the testing.

· I was responsible for designing test plans, implementing and executing new tests written in Tcl and generating test reports for this module.

· Was responsible for managing the lab hardware of 1U clients and Panasas boxes, setting up cluster and storage system. I was also responsible for setting up and managing the CVS server, setting up and managing VPN gateway and netboot server.

· Implemented user-space NFS3-client application in C using RPC to simulate working of a NFS client to test the system. This proved to be very useful in finding bugs.

· DirectNFS Filesystem for Linux (2.4.4)
DirectNFS is a cluster filesystem for storage virtualization. The filesystem uses separate paths for data and meta-data access. Access to metadata is coordinated by file servers (like NFS) but clients directly access the SAN for data intensive operations (read and write). The filesystem is designed using the stackable model and hence is independent of the underlying physical filesystem used for placement of the data. Calsoft published a paper on this filesystem at the IEEE Symposium on Mass Storage at Maryland, 2002.

I was a part of the team that developed the filesystem along with the caching layer and lease manager. Specifically, I worked on the software caching layer that caches file meta-data along with the lease protocol design.

· Designed and developed the meta-data caching layer that used a leases-based DLM to maintain coherency of block-lists.

· Designed and developed the lease framework. This is based on NQNFS that allows clients to have distributed cache coherency for any generic data.

· Worked on bug-fixing and stabilization of the filesystem code. This included the lease manager and VFS interface.
· Created a Linux distribution with filesystem built into the kernel for easy installation at client site.

· Led a team that did bug-fixing and sustainability testing on the code-base. Ran benchmark tests and worked on performance analysis for the file system.
· Wrote scripts to automatically install build, reboot and run tests on target machine for testing.
· Built, packaged and released the kernel software in RedHat RPM binary format.

· Used Bugzilla for bug and release tracking.

· Employer: Balasai Networks, Pune, India   




(Jun 1999 – Jun 2000)
Web developer and system administrator
Balasai Networks is India’s leading provider of web-hosting and web-development services. It provides web content management and delivery expertise to customer to bolster their e-commerce website.
· Developed dynamic data driven websites on Linux using PHP with MySQL as the backend and on Windows using ASP with MS SQL as backend.
· Installed and maintained web servers, web sites, email servers, email accounts, database servers and network infrastructures inside the company and on machines collocated at the ISP by the company.

· Provided remote administration and assistance to customers and customer machines on Windows (PCAnywhere) and Linux (telnet/ssh).
	AWARDS/ACHIEVEMENTS
	


· Second Prize at national TechFest (2002) competition at Indian Institute of Technology, Mumbai, India

· First Grade at state level mathematics competition, India.[image: image1.png]
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