PRASANNA KORI
SUMMARY: 

· 7 years of programming experience in systems as well as applications software development using C++/C/Java on UNIX and Linux platforms.
· Experienced with real time Market data handling for NYSE, CME, FTSE, CBOT and a other exchanges. And also Fixed Income or Equities real time trading systems.
· Worked on the FIX/FAST industry standard messaging protocol for market data.

· Experienced with the Software Development Process, from requirement planning, design, development, testing, and release process.
· Have worked for reputed companies such as Interactive Data, IBM, GE Healthcare; received consistent high performance ratings.

· Excellent knowledge of Unix systems programming, kernel modules, IPC mechanisms, POSIX threads, Unix OS architecture, Porting, UNIX Internals, Socket Programming
· Excellent understanding of C++, wrote new C++ classes, modified existing ones, used STLs, created template classes, and used other features.

· Excellent understanding of C, having worked on several development projects writing new code and modifying existing code.

· Excellent understanding of TCP/UDP/IP and other protocols.
· Experienced with Core Java, and its object oriented principles, polymorphism, inheritance, and abstraction 

· Experienced with Pro*C to manipulate backend database.
· Good experience in porting different software’s ranging from device drivers to applications from Minix, AIX to Linux. 
· Extensive experience on Unix system administration, setup, configuration

· Provided efficient and fast solutions for emergent and tough problems of systems and applications side programming 

· Worked in a team, outstanding communication and interpersonal skills, Professional consulting experience.
· Experienced with Korn and Bash shell programming.
· Excellent understanding of multithreaded programming, experienced with POSIX threads, conditional variables, and thread-pools.

· Experienced with multithreaded debugging using debuggers like gdb, and dbx.
· Experienced with IBM’s P-series server Hypervisor and its hcalls facilities.

· Well versed with Infiniband hardware and other PCI based network Adapters.

· Various invention disclosure publications and a patent application pending related to HCA (host channel adapter) for Infiniband.

· Won awards like Excellence Award, “Bravo” Award for contribution to various projects at IBM
· Bachelor of Engineering degree in Computer Science.

Technical Skills:
Programming Languages: 
C++, C, Java (Core Java, Swing), SQL, Pro*C, PL/SQL
Database:
Rebus DB/MySQL/Oracle 9i
Scripting: 

UNIX Shell, Perl
Operating Systems:  

Debian/Redhat/Suse Linux, AIX, Windows
Tools and IDE: 

MSDN, VI, GDB   

Configuration Management: 
Rational ClearCase, CMVC, CVS

Servers: 

IBM P series servers, Intel based servers 

Domains: 


Storage/BackUp Technology, HealthCare, InfiniBand, SCSI 



(Hard Disc, Tape)
Six Sigma:


DMAIC Certification
Others: 
Installation, Administration and Trouble shooting of Linux
PROFESSIONAL WORK EXPERIENCE:
Feb ’08 – Till date
Interactive Data Corp.( www.interactivedata.com),  White Plains, NY, USA
PlusFeed TickerPlant – RealTime Market data processing 
Environment: C++, C, Shell Scripts, Red Hat Linux, XML, Perl, GDB

Interactive Data is a leading global provider of mission critical financial and business information to institutional and retail investors. The company supplies time sensitive pricing, dividend, corporate action and descriptive information for more than 3.5 million securities traded around the world to banks, brokerage firms, insurance companies, money managers, and mutual fund companies. There several products like PlusFeed, DirectPlus, other VAP (value added products).

PlusFeed, our high-speed digital data feed integrates real time data from over 450 sources and exchanges worldwide, covering in excess of 5 million instruments. PlusFeed has complete coverage of the U.S. domestic marketplace, as well as extensive international coverage including markets in Europe, Asia Pacific, Latin America, South America, and Africa.

PlusFeed data includes Equities, Options, Market Depth, ECN Data Corporate Bonds, Futures, Mutual Funds, Money Markets, Fixed Income Data and Foreign Exchange Data.

· Involved in creating the detailed requirement specification and design documents for Plusfeed project
· Developed commodity exchange parser software to handle FIX/FAST protocol real-time stream coming from commodity exchanges like CME/KCBT/NYCOMEX/CBOT exhcnages.

· Worked on the real time exchange feed coming from CBOT, CBOE, NASDAQ, NYSE/AMEX, CME, exchanges.

· Involved in development, quality testing, verification of  components such as Fep, Parser, Rebus, PG, CSP’s  from scratch using C++, Perl, scripts.
· Carried out development, debugging and testing Linux OS. 

· Involved in development Shell/Perl scripts to cross verify the data manipulation by both H/W & S/W.
· Involved in message monitoring, processing in the real time exchange feed on system networks using the TCP/UDP/IP/MULTICAST protocols.

· Used extensively regular expressions SED/AWK for various message processing tasks.
· Used various Linux commands, features, utilities to run, execute scripts, binaries.
· Developed several scripts to speed up, optimize regression testing for huge input data feeds.
· Implemented multithreaded user level program using POSIX thread library.

· Used CVS (Concurrent Versions System) as the code versioning and source control tool for maintaining the code base.

· Involved in all phase of testing like Unit, System and Regression Testing.

· Involved in quality processes like code review, running valgrind, eProfile, top, tcpdump and efence to check and plug memory leaks.
Dec ’07 – Jun ‘06
Team Lead, IBM Corporation, USA and India

InfiniBand Device Driver for IBM 
Environment: C++, C, Shell Scripts, Red Hat Linux, AIX, BML (Bare Metal Linux), Perl, GDB

InfiniBand is a switched fabric communications link primarily used in high-performance computing. The InfiniBand architecture specification defines a connection between processor nodes and high performance I/O nodes such as storage devices. It is a superset of the Virtual Interface Architecture. InfiniBand has no standard programming interface. The standard only lists a set of "verbs", functions that must exist. The syntax of these functions is left to the vendors. Our Exerciser implements these verbs and objective is to stress the IB hardware on different fronts like performance, through put and different DMA engines.  The IB different resources such as Work Queues, Completion Queues, and Event Queues etc. are used to develop the software. 
· Involved in creating the detailed requirement specification and design documents.
· Involved in developing Application, Library & Kernel module from scratch using C++.
· Created new C++ classes as required based on design specifications.

· Tested each resource of InfiniBand (MR, EQ, CQ, QP etc) using custom Kron shell scripts.
· Carried out development, debugging and testing on BML (Bare Metal Linux) which is proprietary Linux OS, is running without firmware, purely used to test the system H/W. 
· Extensively used ioctl () calls to kernel and register read and write to memory mapped I/O.

· Involved in development Shell/Perl scripts to cross verify the data manipulation by both H/W & S/W.

· Developed device driver for IB to support the ioctl operations on the H/W using C++.
· Implemented multithreaded user level program using POSIX thread library.

· Used CMVC (Configuration Management Version Control) as the code versioning and source control tool for maintaining the code base.

· Used new template classes as per system requirement

· Involved in all phase of testing like Unit, System and Regression Testing.

· Involved in quality processes like code review, running tprof, and efence to check and plug memory leaks.
Enhanced Error Handling in Linux Kernel for P-series servers (Jul’ 05 – Jun ‘06)
Environment: C++, C, Shell Scripts, Red Hat Linux, AIX, dbx, kdb
Enhanced I/O Error Handling (EEH) is an error recovery mechanism for I/O errors that occur on the PCI bus. It enables system recoverability from failures that happens during load/store operations or non-recoverable failures during DMA operations that could check-stop the machine. By default EEH support is not provided in the Red Hat Linux kernel. So, adding the EEH feature was the objective.
· Involved in the implementation using C++/C over UNIX.
· Developed several new C++ classes based on the system design and requirements and also modified existing C++ classes based on user functionality to support the new processing logic.

· Used various UNIX system calls to implement functionality for critical hardware errors.

· Implemented a UNIX system call to allow IPC communication through doors between different processes. 

· Implemented Korn shell scripts to debug test the code in both application and kernel.
· Modified existing EEH libraries used by agents to make them responsive to underlying kernel ioctl’s.

· Automated the running of build management and automated testing using UNIX CRON.
· Used dbx, kdb and other debugging tools for bug fixing. 
· Involved in porting EEH feature on to SUSE Linux, RHEL 5 and other Linux flavours.
· Provided technical support during design, and development.

May ‘04 – June ‘05

Software Engineer, Wipro-GE Healthcare, USA & India

GE SingleHost 
Environment: C, C++, Java, Java Swing, Red Hat Linux, Pro*C, Terra DataBase
SingleHost is a next generation integrated PET-CT scanner product from GE Healthcare Technologies. This consists of subsystems like image network transfer, archiving/restore, and reconstruction. Acquisition, display, involves high accuracy of data and image processing. The project involved the development of image archiving/restore and network transfer of DICOM images. These modules are implemented as Client-Server architecture. Arserver and netserver are run independently to handle archiving and network transfer of images. These servers listen to request from client for reading/writing images to or from the host machine. 

· Worked on Six Sigma Basic DMAIC (Design, Manipulate. Analyze, Implement, Control) Training and cleared the test.
· Involved with development, support and testing of the SingleHost software using C++.
· Handled defect fixing and reliability testing, memory profiling for performance issues in the C++ code and run time environment.
· Created application specific C++ classes and modified existing classes to suit the application design requirements.
· Implemented Six Sigma Processes during the software development. 

· Experienced on various Medical Image processing for CT/PET scanners and knowledge on the Healthcare Domain.
· Used Java, Swing to implement the GUI and the image display screens,

· GE’s proprietary database “TerraDb” was used to store, manage, query and delete digitized medical images.
· Used Pro*C for data base connectivity to connect to custom implemented Oracle PL/SQL stored procedures.
· Handled unit and integration testing.

March ’03 – May ‘04

Software Engineer, Global Edge Software, Bangalore, India

GE-NAS 
Environment:  NDMP, TCP/IP, SCSI 2, RAID (1, 3, 5), C++, C, Linux, GCC, GDB, Ext2 File System
NAS was initially designed for data sharing in a LAN environment and incorporates file system capabilities into the storage device. In a NAS environment, servers are connected to a storage system by a standard Ethernet network and use standard file access protocols such as NFS and CIFS to make storage requests. Local file system calls from the clients are redirected to the NAS device, which provides shared file storage for all clients. If the clients are desktop systems, the NAS device provides "serverless" file serving. If the clients are server systems, the NAS device offloads the data management overhead from the servers.

· Involved with Requirement Analysis, Design & Implementation.

· Interacted with the users and business analysts as and when needed for acknowledging and understanding the problem and to obtained the details on user requirements in the case of enhancements.

· Designed and implemented optimized algorithms for Recovery/Backup using C++.

· Created test plans, performance testing and was responsible for deliverables across all modules.

· Adapted to new challenges of learning storage technology, building expertise across organization.

· Provided support for acceptance testing and software releases.

· Resolved issues and made changes as per user requests.
· Involved in knowledge transfer and documented project module.
· Wrote automated tools in Korn shell for stress testing the environment over huge number of nodes.

Fast Ethernet Driver for RTL 8139 (Mar ‘03 – Aug ’03)
Environment: C++, C, GCC, Redhat Linux, Korn Shell, GDB, XMon
This project involved the writing a Linux Network Device Driver for Real Tech Limited- 8139 chipset, Ethernet card. This driver supported multicasting, full-duplex operation. The software was designed to act as an interface between the external world and the MAC present in the RTL-8139B Ethernet Controller. This software controls the transmission and reception of the frames between the Host Processor and the external network. The software is compatible with the IEEE STD 802.3 (Ethernet) specifications. The software operates in full-duplex mode.


· Involved in development of the Kernel modules using C++/C.
· Programmed C++ modules using portability rules.
· Handled Unit testing and wrote Unit Testing Drivers.
· Wrote Shell scripts as required.
· Involved in Requirement Analysis, Design & Implementation, Created test plans, helped perform testing and was responsible for deliverables for all the modules.

April ’02 – March ‘03

Software Engineer, Pegasus Software, India

GIPSY Battle Computer for Pegasus

Environment: C, Borland C++ Builder 5.3, TIFF, DGN, DVD, Linux, Windows

The main objective of this project is to provide a way to the soldier at the battlefront to communicate with the rest, informing them about him position and to update others about whatever he finds about enemy. It is also used to get information from commander about his next move or medical aid. To implement this, software called GIPSY (Geographic Information Processing System) was developed. GIPSY is a geographical information system product running on multiple platforms and environments. GIPSY supports functionality’s for creation, management and processing of geographical data, and provides seamless integration to ODBC compliant SQL relational dB.

· Involved in development of the product using C++ on a Linux platform.
· Learned quickly the digitized map formats like TIFF, DGN, DVD, etc.
· Solely worked on the DGN decoding software and completed the assignment to employer’s satisfaction.
· Extensively used C++, creating custom C++ classes based on requirements.

· Used UNIX IPC, including sockets to communicate between processes.
· Involved with Unit, Integration and Site Acceptance testing; created Shell scripts as required.
· Involved in development of the product using Borland C++ Builder on Windows platform

· Developed complex BackHand modules, API’s of the product using C++.  

EDUCATION:

Bachelor of Engineering (Computer Science), Karnataka University, India
